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Abstract . PT. XYZ in its distribution is still carried out by using the sales and the results of sales 
or distribution are recorded in a ledger about how many cigarette products are sold, as well as 
biodata from consumers. Based on the results of recording in the field will be recapitulated again 
at the office by using Microsoft Excel this is very difficult in the process of data integration, 
manufacturing, suppliers, retailers, sales and distribution of products. One of the things that can 
support the efficiency of production activities is to set the layout of the production machines 
owned. Material handling process, space utilization, distance between departments, production 
process flow can be more efficient if good layout planning is done. Supply Chain Management 
(Supply Chain Management) is a field of study that lies in the efficiency and effectiveness of the 
flow of cigarettes, information, and money flows that occur simultaneously so that it can unite the 
Supply Chain Management with the parties involved. The results of this study are a distribution 
information system that can be used to record all sales transactions. In order to make it easier for 
the data distribution section manager to recap and know the history of cigarette distribution better 
and complete reporting. 
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1. Background 

In its daily operational development, it experiences many complexities. One of the 
departments that experiences this is the logistics department whose daily work is to 
combine raw material inventory data, raw material distribution, and production data. The 
data is collected at the end of working hours, making it difficult. This is done manually, so 
you can imagine how difficult it is if the data consists of thousands of data and requires a 
long process. This problem prompted PT. XYZ. to build Information Technology. 

Data Mining is the process of finding patterns or finding interesting information 
from selected data using certain techniques or methods. The techniques used in data 
mining vary widely. The selection of the appropriate method or algorithm is highly 
dependent on the objectives and the overall KDD process [1]. 

Knowledge Discovery in Database (KDD) is as follows: Knowledge Discovery in 
Database (KDD) is a multi-level, non-trivial, interactive and iterative process for 
identifying understandable, valid, novel and potentially useful patterns from very large data 
sets [2]. 

Data mining is one part of the overall process for new unknown images, rules, and 
information in a fairly large amount of data, which includes data such as data cleaning, 
data transformation, data mining, image evaluation, and knowledge presentation, which is 
called the KDD process as follows: 

1. Data Selection: Data is selected for processing and data is also mined for use when the 
KDD process begins. 
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2. Preprocessing: S before The process is continued in KDD , so it is necessary to carry out 

a cleaning process, namely a data cleaning process that is useful for removing unused data 
and avoiding duplicate data. 

3. Transformation: A coding process on data that will be used , for data suitable for the data 
mining process. The coding process in KDD is creative work and depends on the type or 
image of information to be searched in the database. 

4. Data mining: Searching for images or accurate information in selected data using certain 
techniques or methods. 

5. Interpretation/Evaluation: The image results from the data mining process need to be 
displayed in a form that is easy for the user to understand .  

The C4.5 algorithm is an algorithm used to form a decision tree. Decision trees are 
a very powerful and well-known classification and prediction method. The decision tree 
method transforms very large facts into decision trees that represent rules. [3]. 

In this study, a product distribution pattern search information system will be built 
at PT. XYZ so that it can help sellers to find out what cake equipment is often purchased 
together. 

PT. XYZ. chooses to use ERP (enterprise resource planning) from Oracle, SDLC 
(system development life cycle), phasing strategy. With the Information Technology built 
by PT. Gudang Garam Tbk. this company can solve existing problems and is able to find 
out if there are problems that arise in every sector or part of this company quickly and can 
find answers to these problems and be able to fix them immediately. 

The problem faced by PT. XYZ is the difficulty of predicting marketing patterns 
and how to face increasingly tight business competition, is an obstacle faced by PT. XYZ 
so that management must be able to determine the distribution pattern of cigarette 
products, so that management can make decisions when they find out the marketing image 
of the product that is not in demand by customers or consumers. 

 

2. Research Methods 

2.1 Data Mining 

Data mining is the process of data mining or the process of finding new data by 
looking for certain patterns and rules from large data. Data mining is also defined as 
knowledge discovery in database (KDD), which is an activity that includes collecting, using 
data, history to find regularities, patterns or relationships in large data sets. Data mining is 
defined as the process of finding patterns in data. This process is usually automatic or 
semi-automatic. The patterns found must have meaning and benefits, usually economic 
benefits and the data needed in large quantities. (Heroe Santoso, et al., 2016) 

Data mining is the process of extracting information from a collection of data. large 
through the use of algorithms and techniques involving the fields of statistics, machine 
learning, and database management systems. Association analysis or association rule 
mining is a data mining technique for determining association rules between a combination 
of items (Khairul, 2015). 

 

2.2 C4.5 Algorithm (Decision Tree) 

The C4.5 algorithm is an algorithm used to form a decision tree. Decision trees are 
a very powerful and well-known classification and prediction method. The decision tree 
method transforms very large facts into decision trees that represent rules. Rules can be 
easily understood. And they can also be expressed in the form of database languages such 
as Structured Query Language to search for records in a particular category [3]. The C4.5 
algorithm method for building a decision tree is: 

a. Select the attribute to use as the root 

b. Create a branch for each value. 
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c. Divide the cases into a branch 

d. Repeat the process for each branch until all cases on the branch have the same 
class. 

There are several stages in creating a decision tree with the C4.5 algorithm [5]. 

1. Prepare training data. This data is taken from previously existing data and has 
been grouped into certain classes. 

2. After that determine the root of the tree. Choose the root of the attribute, the 
way is to calculate the gain value of all attributes, the first root is the highest gain value. 
Before determining the gain value, first calculate the entropy value. 

 
3. Research Methods 

1. Existing System Analysis 
In completing this research , the author used 2 (two) study methods, namely : 

1. Field Study 
 Field Study is a research conducted by collecting data and information obtained 

directly from the group and directly observing tasks related to cigarette sales marketing at 
PT. XYZ ( Observation ).  

2. Library Research 
As a reference for making a thesis, it will be taken from a literature study. Literature studies 
can be done from references to books on data mining , journals or textbooks that can be 
obtained in libraries or from sources on the internet. 

In developing the system, the author uses the waterfall paradigm . The waterfall method 
has the following stages: 

 

 

 

 

 

 
 
 
 
 

Figure 
1 . Waterfall 

1. Needs Analysis 

The stages will be carried out by studying the problems found in the Sinar Raya 
store, determining the scope of the problem, studying several journal literature, textbooks 
and books and analyzing the required data. 

a. Field study 

This is a technique that is carried out by collecting data by conducting direct 
research on the research object and collecting data through: 

b. Observation 

Is collecting data by conducting direct inspections, reviewing and analyzing 
existing procedures. 

2. Data Collection 

a. Field Research 

b. Library Research 
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3. System Analysis 

 At the system analysis stage, the needs required in building the application will be 
determined, so that it runs according to plan. The main purpose of the system analysis 
stage is to find out the capability requirements or criteria that must be met by the system 
so that the wishes of the system users can be realized. 

4. Results And Discussion 

3.1. Application of the C4.5 (Decision Tree) Method 

The data used to analyze cigarette sales patterns that are definitely sold is transaction 
data.      

Cigarette Sales Data 

No Most Sold 
Consumer 

Interest 
Price Prediction 

1 Lots Lots Cheap Popular 

2 Lots Lots Cheap Popular 

3 Lots A little Cheap No 

4 A little A little Expensive No 

5 A little Currently Cheap Popular 

6 Currently Currently Cheap No 

7 Currently Currently Expensive Popular 

8 Currently A little Expensive No 

9 A little A little Cheap No 

10 A little Currently Cheap Popular 

11 Lots Lots Expensive Popular 

12 Currently Lots Expensive No 

13 Currently Currently Expensive Popular 

14 A little A little Cheap No 

15 A little Lots Cheap Popular 

16 Currently Currently Cheap Popular 

17 Lots Lots Cheap Popular 

18 Lots A little Cheap Popular 

19 A little A little Cheap No 

20 A little Lots Expensive Popular 

21 Currently Lots Expensive Popular 

22 Currently Lots Cheap Popular 

23 Lots A little Cheap Popular 

24 A little A little Cheap No 

25 A little Lots Cheap Popular 

26 Lots Lots Cheap Popular 

27 Currently Lots Expensive Popular 

28 Lots A little Cheap Popular 

29 A little A little Cheap No 

30 A little Lots Cheap Popular 

31 Currently Lots Cheap Popular 

32 Currently Lots Expensive Popular 

33 Lots A little Expensive Popular 
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34 A little A little Expensive No 

35 A little Lots Cheap Popular 

36 Currently Lots Cheap Popular 

37 Currently Lots Cheap Popular 

38 Lots A little Cheap Popular 

39 A little A little Cheap No 

40 A little Lots Cheap Popular 

41 Currently Lots Cheap Popular 

42 Currently Lots Expensive Popular 

43 Lots Currently Cheap Popular 

44 A little A little Cheap No 

45 A little Lots Cheap Popular 

46 Lots Lots Cheap Popular 

47 Currently Lots Cheap Popular 

48 Currently A little Cheap Popular 

49 A little A little Cheap No 

50 A little Lots Cheap Popular 

51 Lots Lots Cheap Popular 

52 Lots Currently Cheap Popular 

53 Currently A little Cheap Popular 

54 A little Currently Cheap No 

55 A little Lots Cheap Popular 

56 Currently Lots Cheap Popular 

57 Currently Lots Cheap Popular 

58 Lots A little Cheap Popular 

59 A little A little Cheap No 

60 A little Lots Cheap Popular 

In the table above there are 60 assessments from 4 assessments that determine the 
cigarette sales pattern at PT.XYZ. 

Table 2. Gain and Entrophy Values 
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         Figure 2. Manual Decision Tree 

Next, testing with the specified tools, namely Rapidminer 5. The decision tree process in 
Rapidminer 5 starts from inputting 

Conclusion 
 

Based on the discussion of the previous chapters, the following conclusions can 
be drawn: 

1. A computer application has been created that can store sales data and generate knowledge 
about buyers' interests, so PT . 
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2. In applying the C4.5 algorithm method, the C4.5 algorithm can be applied to produce 

knowledge regarding buyer interest in choosing a product. 
3. By using Visual Basic 2010 programming and using the SQL Server 2008 database , a system can 

be produced that can generate knowledge about buyer interest in choosing products. 

Suggestion 
 

For further development of the application of the C4.5 data mining algorithm in 
determining buyer interest in choosing products at PT.XYZ , the following suggestions 
can be given: 

1. It is better if the system that has been created can be developed using other C4.5 methods. 
2. It is better if the system that has been created can use the percentage of buyer interest in 

choosing products at PT. XYZ . 

3. It is better if the system that has been created can be implemented using an online-based 
system. 
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